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FOREWORD

This report on artificial intelligence technologies for language training

reviews the current methods and tools available for creating natural language
training systems on computers. Military managers need to be aware of advanced
technologies and their application to training problems. This review de-
scribes the technology base from which U.S. Army Research Institute for the
Behavioral and Social Sciences (ARI) scientists are working to develop foreign
language training systems.

EDGAR M. JOHN
Technical Director
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AI SWLS FM FMZ1EIGN LANGUAGE TRAININlG

Te U.S. Army Ptelarch L••titute for the Behavioral and Social Sciences
(ARI) ccxucts research on applications of advanced tet-mlogy in training
uyetmo for the Army. Qie application involves dewloping natural lanrgage
processing capability on czp*er. ystam for language training and naddne
translation. 7his report presents an overview of r.tural memuage prcxessmi
techology applicable to these capabilities.

ProoLxse:

A literature review and evaluation of aeleqted caputer language.a tools,
and -tems was conducted.

Findings:

Results of the literature review ard system evaluations are described in
the report.

Utilization of Findings:

A purpose of this r-port is two-fold. First, the report describes
various =copqter tools rmoessary for developing a ocputer training system for
the Army to support retention skills in foreign latiuages. se , the rport
provides military persomnel with a general overview of natural larnuage pr0-
cessing Wrd artificial intelligence ted~nclogy as applied to Army trairunqg
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AT Tools for Foreign lankguage Training

Introduction

Several Army military occupational specialties (MOS) have a foreign language
requirement. Training newly assigned soldiers in relevant languages iqposes a
cotinuing problem of maintaining productivity in the schoolhouse and
menintaining language skills on the job. Soldiers arriving frcm a training
school often have good general language skills but little background in a
specific job assignment in the foreign language. Subject uatter knowledge,
such as preparation of the battlefield, operational orders, and interrogation
are unusually not covered in the initial language instruction the soldiers
receive. For the newly assigned soldier, there is an irposing array of
difficult terminology and raw linguistic structures to acquire. As a result,
additional language acquisition as well as language skill retention are
required of the soldier, oupled with learnain now 3CS related skills. However,
Mrd-=W training materials to provide the soldier with the additional
language training are difficult to develop and nuintain across the 26 languages
the Army teaches. Nevertheless, several ompelling tecnlogies are reaching a
state of ready application to solve these training problems.

Current advances in artificial intelligence and natural language prccessing
techology provide a unique cpportunity for the develcp•ent of intelligent
ocaputer-assisted language learning (CALL) to swuport foreign language
instruction in the Army. CALL has been used in foreign language learning for
several years with varying degrees of success (SAith, 1987). However, computer
technology has recently advanced to a point that zakes the presentation of
natural, ccntextualized language use feasible in a couputerized delivery
system.

The specific focus of our research requireTent at the U.S. Army Research
Institute is the development and application of these high technology advances
to the teaching of foreign languages in the Army schoolhouse. The principle
technologies we view as relevant to this training problem are natural language
processing (NLP) and intelligent tutoring system (ITS). Tools and formalisr•
that support this tedmclogy to structure knowledqe as it is presented and
acguired in an intelligent CAM include kyerteoct, grammar formlisms,
parsers, and algorithmi and models for presenting and teaching skills in
intelligent, adaptive environmants. Criticimns to CALL (Smith, 1987) state
that only certain of the four basic language skills (reading, writing, speak-
ing, hearing) are supported in this envircnmnnt. hile this argument is valid,
we propose that for those skills supported in CALL systems, an instructional
foreign language environment built with natural language processing representa-
tions and using hypertext to structure the knowledge can improve language
skill acquisition and retention in these areas. Such a CALL system, further

~belldished by intelligent tutoring system technology and even audio-visual
support, with video disc or C)-RIM, is envisioned as a support to traditional
foreign language tratning in the classroOn.

The foreign language tutoring system we envision will provide students with
multimedia interactions that support listening, reading, and writing skills.
Students will interact with the system kb typing in responses to realistic
computer "dialogues." The coputer will be equiped to understand these
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responses and provide sound adaptive instruction as needed by individal
students. Sound for language samples will be provided an command to retain
students' listening skills. Students could be encouraged to speak and repeat
*&t is heard, although the cmw would not be able to pro s spoken ir pt.
Nevertheless, intelligent CALL promises to provide Army foreign language
taAchers with a multimedia language lab environment suitable for exercising the
student in various drill and practice activities that are prerequisite to
active language productuon skills.

In this report, we review the tools, technologies, and ccrqomits for
develcoping intelligent CALL. We close with a di t ion of an intelligent
CALL prototype that exploits these tecnological advances. An aperdix
listing a glosswary of technical and their definitions is pnrwided to
assist readers with the cantAnt of this report.

Hypertext Tools for Structuring nstructional Knc,.ledge

Hypertext software provides a text-based bystem for ocmputer applications
that goes beyond sirrple text to include graphics, video, and sound as well as
links between cards of information and cross referwae that result in rntworks
or graphs of information structures. Hypertext systems provide the user with
a variety of paths through the inforration structure. Comzmand manus are
usually used to help traversal through scne hypertext space. A very real
question worthy of further research is hw to best organize the knowledge for
presentation using hypertext software and tools. This is especially critical
vhen hypertext is used to develop instructional systems (Russell, Moran, and
Jordon, 1988).

The structure of semantic mmeory has been analyzed by psychologists in
models of networks of concepts linked together in a coherent, associated
structure (Anderson, 1983; Collins & Quillian, 1969). This work is ideally
suited for cognitive modeling in a hypertext ccmputer system. Within such a
network model, the structure of oincepts and the links between them are
dependent on the relationship of features and default values stored at each
concept node. The question of the psychological reality of these descriptions
has been subordinated for the tire being to the need to explore the utility of
these representation schemes for instructional purlxpoes. However, orik on
techniques for describing cognitive structures using hypertext models is
proceeding steadily within the domain of corgnitive science.

For exauple, in the application of hypertext as a tool for creating
actrumter-based foreign language instruction, we can use hypertext models to
hypothesize about the organization of vocabulary in merely (Swartz, in press).
Similarly, hypertext can be used to develop actual instructional modules.
Hypertext, coupled with more powerful natural language technologies on the
couputer, promises to provide the means for creating new, advanced technology
training snste=s.

Natural Language Processing in Computer Systems

Comunicating with computers via natural language interfaces remains a very
difficult research problem. This is because understanding free-form language
inpui. by computer systems involves considerable work in developing databases
that have information about the context, word knowledge, and linguistics.
Nevertheless, current work in natural language processing and linguistic
analysis bhas developed representation formalisms and parsing strategies that
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'my enable acne progress in solving the natural language problem. In order to
develop such an interface and further extend it in a computer environment that
can understand and respond to not only English, but any other natural language,
we must first understand the natural language itself and how it is used in
ommunication. Thun we mat study human coversation, discorse processes, and
language omprehension and production skills. While this paper will not review
the psycholinguistic parameters pertaining to foreign language learning, we
mention it as cne of the essential ccaawnts in developing intelligent CALL.
After all, how can we represet natural language in a ccapzter system without
an understanding of language use in situ?

Natural language understanding coupzter system have been developed
(Winogzad, 1972,) and much recant work has occurred in this area to exploit the
earlier advances (Allen, 1987). A conputer system that can not only understand
but generate language must be capable of several essential functions. The
wsytem out perform 1) lexical analysis (vocabulary uner ing), 2)
uorj1bological analysis (word formation), 3) syntactic analysis (grammar
understanding), 4) sentic analysis (contextual maning), and pragmatic
analysis (language use in context). These analytic processes depend not only
on language understanding, but on real world Jnvialedge and context in hitch' to
ground any potential language utterance. In a om•cter system, this requires
that specific kinds of knoledge necessary for these analysis procedures be
adequately represented. Indeed, we have described ]reviously bow knowledge
representation with hypertext sy"tw for language instruction is of critical
importance. lbwever, the domain knowledge to be taught, the language or
"grammar", must also be represented in scat formalism so that the ocmputer can
access this knowledge during an instructional sequence. Thus we discuss a
variety of grammar representations which address this issue of formalisms in
natural language processing applications. These strategies will be briefy
explained below.

The representation of linguistic kniowledge alone without ocntextual
Jnformution and a process to understand the languaie will not solve the natural
language problem for intelligent CALL, however. Wok also need a mchanism for
trrtching the language input a student provides with the grammar representation
in the couputer system. This process is called "parsing" and we will see that
different kinds of parsing can be performed dependLng on the context
surrounding the language input and system-dependent efficiency methods for the
particular parsing strategy used.

Technological advances in this subdiscipline have provided powerful
formaliTms for representing natural languages in ccWAutr systems. These
representations promise to address the issues of lexical, worphological,
swrantic, and myntactic analysis required by an intelligent CALL environ•ent.
Parsing strate.lies vhich access and manipulate the language representations
will address symtactic, semantic, and pragmtic (to some degree) analysis. An
iiportant question is Which cmbination of grawmar formalis• and parsing
strategies will provide a suitable learning environm•an in intelligent CALL?
By finding the best cxrbination, we can develop a tutoring system that
provides quick, correct analysis of student irput in the foreign lanjuage. The
decision on What combination of grammar and parser to use is based on several
criteria. These criteria Include providing a system that is psychologically
realistic. For example, the corputer should be able to parse "colorless green
ideas sleep. " and inform the student that while grammatically correct, the
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sentence is meaningless. Secondly, instructional goals for the system will be
used to decide how omp-ehesrive a gramar is required or how detailed a parse
is required (i.e., is kry-wozc'd hmitching enough or mast the system understand
complex gramnar stxctures?). Tus we review several current grammur
formalisms and parsing witrategies below to provide an overview of these
technologies.

SOMnU Ryce•Tesrti•

Seuentic Grmmars. A semantic grammar is based on a simplified conceptual
dep0 i iorui t (hkrton and Brown, 1979). The rmrar is organized as a
set of attriu-te-specil•ic semntic categories for a given douiln. This
onstruct Mas been used in early natural language applications for handling
qpestion asking about isaw specific topic. In NLP the gramar defines the
allowable patterns that can be matched with a given input string. These legal
patterns restrict the form of the natural language wuich cuts down on wnbiguity
and provides surprisingly good language coverage. A sample senantic gramr
and a query to parse might look like the follouing:

<s> -),- •t is 4:shipF-property> of <ship>?

<ship-property> -- lo the shbip-prop> (shipjprop>

(ship-prcp> -> -- peed length type
<ship> -) -- ship-nane>

hip-nwe> - > Kann Kitty IHawk

Query: Mat is the length of the Kitty Hawk?

A semantic grammar is on text-free and can be parsed 1:, any of the several
existing context-free parsers (Earley, 1970). Context-free means that word
order is not taken into account. The acmtextual semantics or meaning of a
given, ordered input string are derived from the word categories in the
ramrar. Key-word and pattezn-matching strategies are used to parse and answer

queries. While thiu; medanioam allos for natural language interaction, there
Is no flexibility for syntact.ic deviaticru in question form. lexical
variations will also re constrained to the vocabulary represented in the
semantic grmuez.

In order to get mtore flexLbility in natural language ijrqit. and parsing
strategies than is provided in a aurentic gramur, vepeLrate representations
will need to be developed to represent the lexicon, (vxrd dict.ionary),
norphological tabl.a (word fornation), phrase structuri rules (rules used to
derive sentences fri input strinJ•.s), and grammar. TWLs brings our discussion
to another set of natural larguage processing representations. While the
unification formali•sm to be discussed next allow for :rich natural language
interaction with computer systms, they pose a different kind of problem in
parsing in regard to semantic and pragmatic language contexts.

Unification Formalisms. Grammar for,,alisms axe representations used to
describe a language, its set of sentences, the syntactic features of the
sentences, and their semantics. These formaliu" have been constructed to help
linguists understand universal linguistic theory as well as provide a means for
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ccmpataticnal interpretations of the gramTnr being studied When it is represen-
ted in ucma coaputer system. A unification fonrelion is one that prescribes a
given operation (pattern- mtchiing) between an irnut string (a sentence) and
the grwamr. Schreiber (1986) discusses the essential assumptions of a
unification fornaliwt:

1) it is surface-based with a direct relaticn, to the surface order
of the sentential elements

2) it associates the sentence string elem.m a with m relevant
information (knowledge) dmain

3) it is inductive, defining the association between an element
and the information dcmain recursively and according to a
specified inference proaedure

4) it is declarative, defining permissible associations, not bow
the association is computed

5) it is context-feature-based in that associations between features and
values are taken fran a well-defined, structured set

Examples of unification-based grammr fornalisms include: Tunctional
Unification Grammar (UM), Lexical-Functional Grammar (M2G), General Phrase
Structure Grammar (GPSG), and Definite Clause "rammar (DOG). Each are briefly
defined below. For more information the reader is referred to the references
cited.

The FJG representation uses functional structures as generalized
feature/value pairs (feature: verb, value: to see) to denote Linguistic
infornaticn in sone language input. Patterns and constituent sets are used in
the matching or unifying of the sentence elements with the granmar. FUG also
introduces disjunction (allowing seperate rule analysis) into the graumar which
allows for getting around any potential constraints hnosoed by simultaneous
satisfaction of all applicable rules. In ocmtrast to the IF formalism below,
FMG deliberately blurs the distinction between constituent and functional
structures (Dowty, Farttunen, and Zwickey, 1985). This formalism uiwasizes
the functional description of the language with the constituent structure
specified ty a ueans of patterns for rnxn and verbal elenents rather than
S phrase structure rules.

LFM was developed primarily as a linguistic theory (Bresnan, 1982) and then
became recognized as a useful fornmlisn for represent•ig natural languages in
ocmputer systems. hIG is based on a nodel of syntax that is not conpletely
structurally-based (Sells, 1985). The formalism describes gratmatical
functions (subject, object) vhich are represented by functional (F-) istructures
in the grammar. An F-structure for a given uentenoe describes t1e appropriate
granntical functions or role for the sentence constituonts (JClu," i. t
function as a subject in one sentence and an object in another). rs,-Atituent
(C-) structures (noun Ihrase, verb phrase) are the part of the formalism that
represents the syntax of r sentence (see Figure 1). The lexical ccapxment of
the theory emptasizes the co.••itmnt of MEG to dharacterize semantic relations
between constituent elenents. IG can thus analyze grammyticality at the
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lexical level. This foryraliwn, wore than the others described here, has been

used to investigate psydholinguistic issues in relation to language processing

system (Ford, Bresnmn, Yaplan, 1981).

GPMG almo ame into being from a linguistic analysis

votivation. Thim forualism attmpts to retain a formally restrictive system of

surface feature structures that can handle a wide variety of smantic and

syntactic phsarmmna. Unification procedures used to analyze language input are

also highly restructured. A given phrase structure tree for a sentence will

satisfy various rules in the GM grmmar baed upon specific principles

(control agreement, head feature) specified in the fmoulism .

DMG arose from wok in the PFMWG a language (the other Fm limsi----

mentioned above are generally written in LISP). This forulimn uses term

structures rather than feature structures for a given sentnce. Terms are the

informational elements in DCW with the unification principles derived from the

theo i-pving adm~mnin inherent in KM)W3. Em9ples of terms are,

s (bead (subesad, form)))

rp (uubjhead)

rp (head (subjHead, form)))

Term differ from the feature structures in FRU, LFG and GS in that they

identify sentence constituent values by their order in the term structure
rather than their association with the feature.

Parsing Strategies

Parsing is "searching a space of possibilities" in an irput string (Kay,

1985) as the string is matched with the grammar. The discussion of parsing on

cuputer systems will be facilitated by some simple definitions taken from

Earley, (1970). A language is a set of strings made up of a seuence of

synbols. These are referred to as terminal sytbols that represent the words

defined in the language. A ctext-ree g is a formal device that

specifies the strings in a gri; et. Ibis Wgrammar also uses non-terminal

synbols that represent syntactic classes of words. A sentenceis a string of

several terminal and non-terninal synbols. V&=n parsing occurs, an algorithm

to search the string and make matches between its elements and the grammr is

performed. There are manry strategies or can use, transition network parsing,

tcp-&m parsing, botta,-up parsing, and deterministic parsing. Wddh aWroach

is used depends on the dmain and the goal of the natural "language"

applichtion.
Here we are interested in the needs of an instructional system for foreign

language that requires quick, accurate parsing.

An augmented transition network (ATN) (Woods, 1970) is one w•y to parse

language going from an initial state (the first word in a string) to a final

state (the last wrd in a string). ATNM' use the nodes in a network of

language elements to represent parts of speech or phrase nanus. The arcs

between nodes are used to implement certain actions vhen they are transversed

(See Figure 2).
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ADJ PP

Article Noun

T

Prep Push NP

C) Q
Figure 2. Mis ATN illustrates the states and transition arcs
for parsing a noun phrase with a prepositional phrase. The
circles represent states. Mie noun phrase has an article, possible
adjectives (the ADJ loop arc on the middle state), and a noun with
a loop for possible prepositional phrases. 7he second part of the
ATN shows the states and transition arcs for parsing the prespostional
phrase.
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Augmenting such a network allows for three kinds of transitions:

1) Adding arbitrary tests to the arcs such as agreement of a word and its
modifier.

2) Adding structure-building actions to arc. to be used by the parser to
determine sarentic analysis or active-passive sentence transformation~s.

3) Allowing r t to be called on arcs . For exanple, in Figure 2,
a prepcoiticn (PP) is attached to a nou phrase by a subroutine call to
PP.

Wile the ATN formalisn provides may advantages for its use in natural
language (corcisewaus of the representation and coceptual effectiveness) and
an deal with ccmplex linguistic ptizaena), it has a high cost for processing

speed. This is because ME's are interpreted processes. Interpreted processes
ocur in real time and uny be frustating for students since more tire to parse
ATnS is needed.

Tcp-down parsing is based on the hrase structure rules it uses and is
expectation or goal-driven. "Given a string, the parser starts 1b atplying a
particular phrase structure rule, the goal, to elamwits in the input string.
Ccinversely, bottcn-up parsing is data-driven. This procedure starts with words
in the input string and looks for phrase structure rules that will allow a
parse. Figure 3 illustrates these two approaches schumatically.

Marcus (1980) develcpied a deterministic parser (Were only one next step is
allowed for a given input) to avoid the backtracking problem required when
sentence inputs involved conplex clause construction and potential "garden
path" or ambiguous parses. This means that the computer would have to keep
track of the terminals in a string and "backtrack" to these synbols in case the
sentence being parsed might have more than one mwrnng. Other nw parsing
strategies being developed include the use of the special features of logic
proganming in PRDLOG to execute parses from a DCG representation. PRMLMG
handles backtracking problems very easily.

With this brief overview of granrar fornalisms ad parsing strategies, we can
see that the technology exists for handling natural language on computer
"Lyste w. In order to understand how this techrmlogy can be used to develcp
intelligent CALL for foreign language training, however, vm turn to a
discussion of the technology available for creating intelligent tutoring
"systare.

Intelligent Tutoring Systan rrS fo CU

Over the past five years, ARI has acocmulated a great deal of practical
knowledge about expert systens and intelligent cmp•ter-assisted instruction.
This work has carried out studies and develcpment efforts that have created
working ITS in the domains of electronic troubleshooting, ctrnputer prograzming,
and technical training (Simutis and Psotka, 1987: Psotki, Massey and Mutter,
1988). Fran these efforts, it is safe to say that several of the technology
base dcmains are well developed and ready to apply in broad Army mission areas
(Fletcher and Psotka, 1986). As ITS becomes nore practical and effective,
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their applications are moving frcon more well understood and tractable dmnains
(electronics trrxubleahooting, math) (Sleeun and Brown, 1982) to fuzzier
complex skill areas such as foreign language learning. However, in addition to
having the copirtational resources to develop these systems, we rned to
understand what goes on in good tutoring from the stanrpoint of the tutor, the
knowledge taught, and the student.

A good huwan tutor is an expert in the diain being taught and an expert
pedagogue. Being a good pedagogue inplies a wrnber of scphisticated skills. A
good tutor is able to accurately nmnitor eadh trainee'a knowledge state. That
is, the tutor is able to determine fhat eadh trainee knows, does not know, and
knows incorreftly. The seccred part of that skill, krw'ing where trainees
typically go wrong, bas turned out to be the key to develcpin gotd ITS. The
tutor' s knowledge of the trainee's level of knowledge extends in tine allowing
the tutor to make predictions about instructional level and pacing. The tutor
has an extensive set of knowledge resources: books, graphics, filmn,
carefully prepared courses of instruction, and the skill to use these
appropriately. Finally, the tutor is able to murshall all these resources and
ski31s In a carefully coordinated interaction with the trainee. These aspects
of a good human tutor are analogous to the modules that mAke up an ITS, the
expert model, the pedagogical model, the student model, arid the interface. The
first three will be discussed here in relation to develcping intelligent CALL.

The Expert Model

The expert nodel in an ITS represents the dmain-specific knowledge and the
inferencing knowledge or reasoning processes involved in solving problems in
the instructional dmain (Clancey, 1986). As part of the donain-specific
knowledge, a rich knowledge base of facts and skills the student will need to
learn is represented. Often these representations take the forn of sreantic
networks. The inferencing knowledge is a representation of the procedures an
expert in the doain would use to reason about or apply to the dwxain-specific
knowledge when solving a problae. This kind of procedural knowledge often
takes the form of production rules.

In foreign language learning, the form of the domsin-specific knwledge in
the expert model, a particular foreign language, wovld be represented by one of
the gramtical formalisms (fiG, DOG, Ln, GPSG) described above. The selected
formalio would represent the grammatical rules and lexicon iters with
requisite features and properties that describe the searntics and syntax of a
given language. This dmain-specific knowledge is what a native speaker of the
language knows. It would dhange fram language to language. However, world
knowledge that is needed to understand the octexts of thi lanage in use
mst also be represented and tied in with the expert gramrar. 'This knowledge

night be represented in a senantic network or script-like representation to
provide the context or situation in which the language to be taught in used.
The inferencing knowledge in the expert model for a foreign language tutor
would be a particular parsing strategy that would be applied to the grawur and
lexicon to both generate anid understand language within a given context. These
parsing strategies would uoet probably take the form of rules and be a separate
knowledge structure within the expert model.

11



The Student Model

The student model component in ITS is the information that describes a

student's knowledge about what is being taught and that allows the tutor to
adapt subsequent instruction to the student's needs (Clarcey, 1986). Self

(1974) refers to a student nodel as a set of programs designed to represent a

student's knowledge state. VanLehn (1988) specifies that two conponents zmke
up a student modals the structure of representation of the knowledge in the
model, and the process that manipulates or transforms the structure. He
further defines these two ccup•nents as the model itself (structure), and
diagnosis (process) as the nudhanism for transforming the student model.
Knowledge state assessment is therefore the vvtooiu of this process. How the
student model is formulated &ppens on mau=iM performance, identifying
e* rrs and misotcptic•fs, and cmparing this krlmedge to that repreented in

the expert nodal of the target domain. All of these parameters are contingent

xpo bow the demin krowledge to be taught is represented in the expert model
of the tutoring system. Since foreign language learning is the omain of
intarest, the student model structure vould be scimu subset of knowledge as
rpresented in the grmmr and lexicon in the expert model. Because the

student model is derived from the interaction between the student, the expert

moel, and the pedagogical model in the tutoring system, the form of the
representation of these individual models as well as the diagnostic process

knowledge used for modeling a student are critical to the success of an ITS in
the modeling task. Several methods for enabling the diagnostic process exist
such as differential, overlay, and model tracing techniques. Clancey (1986)
provides a good overview of these methods in existing systems.

e Pedagogical Model

This model represents the pedagogical strategies and lessons to be presented
to the student. In addition, the diagnosis process plays a role in this model
so that the computer tutor can present remedial lessons based on the diagnoses
of student errors. This ccaponent of the ITS generaies instruction bLsed upon
the student's instructional history during a session with the computer. The
pedagogical model uses information from the diagnostic process to identify a

student's particular instructional neerd and then adapts the instruction
accordingly. This activity uses sophisticated planning techniques (Russell,
1988) to change pedagogical strategies and tactics according to a
student's performance in a lesson. This adaptive approach differs drastically
from more traditional conzuer-based training (CBT) ufhidh presents students

with prestored, fram-based squences of instruction.

The pedagogical strategies and tactics that must be
represented in a foreign language tutor should represent methods appropriate
for teadhing in CALL environments and that are sensitive to the particular

!sazinng strategies involved in language learning. More Importantly, this
instructictal knowledge must follow a principled, theoretically grounded
approach to the la.guage l.earning process. Research on bow to rationalize
such an approach for designing language instruction is currently underway

(Swartz and Russell, 1989).
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Prototype Intelligent CALL

We have described the existing techology and tools that are available for
creating intelligent CALL. But how are these cmplex formlisms ard tutoring
modules to be integrated into a single oherent instruciomal system? The
following is an overview of one such prototype.

A fair amount of basic research bas been deployed with the goal of using MP
techniques for language instruction. Barchan, Wooiunsee, and Yazdani f1986)
provide a short review of the topic. An early attmpt to use NLP techniques
for languag.a instruction (Feuerman et al., 1987) has shown great proamise. Tno
nystemn uses a Spanish granuar written in the M•3 formalism to drive an
interactive dialogue-basd tutoring systen in beginning Spanish. The choice of
IEU is fairly important althouh umpny other systerm, such as FM and GPSG now
have very similar haracteristics. The functional parsing approach used by LM
has a clear advantage over many other formalism in that it gets all its
serantic and syntactic neaning irom the representation of the lexicon. This
factor saves carmutational effort for parsing input strings when ccqred to
other formalisms. Thus the interface the student uses provides timely
responses to irpt typed into the system.

Feuerwar's, et al, Couiuter-Assisted Lanjuage Learning Envinrement (CALLE)
capitalizes on the use of hypertext to present the student with various
instructional interactios. CALLE engages trainees through a rmmer of
functional hypertext windows shown in Figure 4. The rmin dialogue win~w
provides the key functionality: on-line exercises in Which trainees can
engage in realistic foreign language dialogues with the machine. These
dialogues are monitored by special rules to determine which imnediate lesson
goals have been exercised, and which rensin to be tested. The system
deliberately generates dialogue contefts to exercise the rm.nining
instructional goals as the "conversation" proceeds. Other windows allow
trainees to use the foreign language without being directed by the machine's
specific dialogue goals (the 'Try It Window"), but with diagnostic comvents.
Additional tools exist for the trainer to create scripts to drive the dialogue
and new rules for presenting additicnal aspects of the language. Althoug
CALLE does not have a sophisticated pedagogical Nodel by ITS standards, we view
it as a precursor for creating a camplete ITS with rcb'st tutoring strategies
and adaptive presentation. Wile student errors are identified, CALLE lacks
"true etudent modeling capability. Nevertheless, the basic elcments of a robust
tutoring the system are present and can be upgraded.

OuCLJSICt

The technologies reviewed here indicate that the time is ripe for research
and development of advanced technology in foreign language training oystemr for
the Ary. ARI is currently actively engaged in such wrk.

CALLE was developed as a prototype tutor of linguistic knowledge using a
omybination of natural language processing, hypertext, and ITS technology to
denistrate the feasabillty of such an approach for language training. It was
designed to strengthen the procedural skills of using a language in natural
discourse and to encourage the self-correction of a trainee's gramratical rules
and understanding in an interactive environment.
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Mhile CALLE is not a awmplete foreign language ITS, it does denmstrate the
potential for such a tutoring system for the Army schoolhouse language skill
retention curriculum. Current research at ARI, both cntractual and in-house,
cotinues to investigate these technologies and systems for developing intelli-
gent CALL. Not only will we explore the potential of these technologies for
language learning, but basic cognitive and psycholinguistic research is
planned to assess the usefulness of structuring krxwledge for instructional
presentation and its effect on the recall, retention, and use of language
within robust, advanoed technology training systems.
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APPEN=DI A

Glossary of Tecmical Terns

AMTN (Augfmented Transition Network) - Ths is one of several parsing strategies

used to assign mmaning to language input on mce =rputer. An AM is made up

of a set of transiticn networks with various nodes for representing components

of language. For emxapli, a network nay have a node for a noun, another for an

adjective, a verb or a preposition. Tk' nodes of the network are oonnected by

links or arcs. Ccnditions associated with the arcs are used to augment the

network as sc= language string is analyzed. For exalnpe, one condition might

be "assign subject". Men a transition is made from one node (a noun) or state

to another, and the condition is met, then the ATN can assign the category

"subject" to the noun analyzed.

Backtracking - 'Tis is a searcd network used by parsers to solve ambiguity When

u sentence nay have multiple mmanings. If a node in sane network is visited

but does not met a specified condition (a failure), this search technique

allws the next adjacent node to be visited. Backtracking lets the carputer

"go back" and search alternative derivations for a sentence.

bottca-up Parsing - 7his type of parsing is data-driven. The parser begins by

looing at the constituent values (i.e., "bay", "ru"s") in a sentence (the

data) and matches them to their ncnterminal synbols (i.e., "noun", "verb").

No predictions are naud and the parser nint go through an analysis of all

onistitutents in a string before generating a legal parse. This means that

this strategy alone can be L-efficient since wrong pames can be generated en-

route to the final solution.
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Costituent. Structure - A sentence is urde up of various constituents, nouns,

verbs, adjectives. The constituent structure for a particular sentence is

represented as a hieranchical tree form of *hrasal elements that proceed from

the top (sentence) to intermediate level (noun phrase, verb phrase) to lower

level (nouns, verbs, adverbs, prepositions, determiners) constituents.

Context-free Granmar - A grammar that consists of a sat of rewrite rules each

of which bas a left-hwd side and a ri•ht-hand side separated by sme syAnol,

generally - -'. The left-hand side of each rule is a rnotaminal syorbol of

the grammar; the richt-hand side is a sequence of nonterminal symbols and

terminal synbols. Nonterminal sytbols are usually surrcunded by angle

brackets, for exawples < ayntol r - -w < one or nore symbols >.

Deterministic Parsing - This parsing strategy doesn't "look ahead" or consider

other search alternatives while parsing a string. A deterministic parser uses

the information available at the time of analysis of some sentence. Since

alternative search methods are not used, only one meaning for a sentence is

generated.

Eoxert Model - A representation or knowledge base in an ITS for the domain

skill (i.e., foreign language, radar mechanics). Kroledge is represented as

rules or schemas, for example. The expert model knoledge is used to teach

students in ITS lessons.

Functional Grammar - A list of rules that provide a functional description

(subject, cbject, preposition) for elements in some language string. These

rules of functions are mede up of 3 set of attributes and values. Each

A-2
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attribute value pair represente a fmnction or grtamatical relation. For

example, an attribute, SUBJTCT might have a value, PRONOUN.

Gramnar - A set of rules that determines vhich strings of words are legal

sentences in a language. These rules must also specify the syntactic structure

for the sentences. Generally, phrase structure rules are usO to define a

gran ar.

Intelligant Tutoring Systems (ITS) - An advanced form of czmquter-assisted

instructicn that adapts instruction to the individual. Artificial

Intelligence technology is used to represent an expert model of the knowledge

dowmain and a student's developing model. Both models are carpared during

learning and instruction adapted accordingly so the student's knowledge will

approach that of an expert in the field.

Nonterminal Symbol - An element that represents a syntactic word class in a

language. For example, noun (N) and verb (V) are nonterninal synbols.

Parsing - Parsing is an algorithmic operation performed by some device (humn

or mediine) on sane representation of a natural language (i.e., a sentence).

The result is the computation and asoignment of structural relations between

words after they bave been recognized.

Pedagogical Model - This representaticn is used "to present lessons to students

in ITS based on error information and student performance. This model

represents the knowledge of an expert tutor according to a specified

instructional strategy or teaching principles.
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Phrase Structure Rules - Each rule is nade up of one or more exprassions

(#trae or single ords) that represent the structure of Na sentence. The

left-hand side of the rule is wafe up of one or more expressions that define

the expressions one the richt-hand side. Expressions are placed on the rict-

hand side of the rule in a particular order. Fo exuple,

S - -3 NP VP (Se*nte "is nude UP of" Non Phrase + Verb Phrase)

NP - -, Wr N (Noun Phrase "is made up of" determiner + noun)

Setuntic Crwamlr - This parumr uses asmantic categories for terminal myntols

rather than a rule. An example in presented in the report. These gramurs

carline syntactic and emnmntic promeaing within a single frutwi rk, either a

context-free granar or an AW.•.

Sw•wntic Network - A data structure for representing factual knowledge. In

cm"guter science and psychology, the structure takes the form of a grah in

.hich the nodes represent ccepts and the arcs or links between nodes

represent relaticonhips awg cuonepts.

Student Model - Strategies used in TS that coqnre student performance or

errors with a representation of the expert knowledge base or model. Overlay,

differential modeling, and mondel tracing are exanples of three atudent modeling

strategies.

Stax- This is cocerned with the structure of the strings of syntols that

make up the sentences of a language.
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Terminal Syibol - An element that represents an actual word defined in the

language. Ft exftple, "adjective" and "soldier" are both terminal syrbols in

E9glisb.

S- &,wn prsing - This type of parsing is goal-riven. This strategy

expmnds a rule from the tcp ncde, for example, "S" and natches this syrbol with

the next lo.wr level sydmiOls in the rule, for exanwple, "NP" "•P". Next these

iftennediate nodes are matched to the lowest level of values or te=dnals

synbola. A tep-dow parser nust predict what constituents a sentence will

contain based on the surface phrase structure rules (i.e., S -> NP VP). This

method continues until all elements in a string are assigned a value.
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